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It is well-known that the classical Chapman-Enskog procedure does not work at the
level of Burnett equations (the next step after the Navier-Stokes equations). Roughly
speaking, the reason is that the solutions of higher equations of hydrodynamics (Bur-
nett’s, etc.) become unstable with respect to short-wave perturbations. This problem
was recently attacked by several authors who proposed different ways to deal with it.
We present in this paper one of possible alternatives. First we deduce a criterion for
hyperbolicity of Burnett equations for the general molecular model and show that this
criterion is not fulfilled in most typical cases. Then we discuss in more detail the problem
of truncation of the Chapman-Enskog expansion and show that the way of truncation
is not unique. The general idea of changes of coordinates (based on analogy with the
theory of dynamical systems) leads finally to nonlinear Hyperbolic Burnett Equations
(HBEs) without using any information beyond the classical Burnett equations. It is
proved that HBEs satisfy the linearized H-theorem. The linear version of the problem
is studied in more detail, the complete Chapman-Enskog expansion is given for the
linear case. A simplified proof of the Slemrod identity for Burnett coefficients is also
given.

KEY WORDS: Boltzmann equation; Chapman-Enskog method; Burnett equations;
hyperbolicity; Perturbation theory; Hydrodynamics.

1. INTRODUCTION

The main objective of this paper is to clarify some aspects of the classical
Chapman-Enskog method that bridges the gap between the Boltzmann equation
and hydrodynamics. The well-known result of this method is a systematic way of
derivation of equations of hydrodynamics having formally any given order of accu-
racy with respect to the Knudsen number ¢ (mean free path divided by macroscopic
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length). Thus we obtain the sequence: Euler equations, Navier-Stokes equations,
Burnett equations, etc.

This is how the Chapman-Enskog method is presented in some old books
on classical kinetic theory of gases [8, 16]. On the other hand, Cercignani, in his
books, always expressed certain scepticism with respect to higher equations of
hydrodynamics, in particular because of uncertainty in boundary conditions [6, 7]
(see also [4]). The scepticism was shared by some other authors [10]. Another
reason for doubts (not related to boundary conditions) became clear in 1982,
when it was proved that Burnett equations for Maxwell molecules are ill-posed
[5]. In more physical terms, one can say that any solution of Burnett equations
(in particular, the constant equilibrium solution) is unstable with respect to short-
wave perturbations (the instability paradox, in terminology of Jin-Slemrod [14]).
Attempts to overcome this difficulty were made in last two decades by several
authors (see, in particular, papers [11, 18] on the linearized problem and papers
[14,19,20,22,23] on the nonlinear problem). A comprehensive review of different
approaches and a complete list of references can be found in [20, 23]. We also
mention recent talks by Levermore [17]. All the above approaches are based on a
combination of the Chapman-Enskog method with moment methods and on using
some higher order in ¢ terms for regularization of the Burnett equations.

An alternative method considered below does not use any information “be-
yond the Burnett level” and is based on the following simple idea. Let us consider
a general evolution equation for a vector x(z)

xi = T(x;6) = A(x)+eB(x) + *C(x)+ ...,

where 4, B, C,... are time-independent differentiable nonlinear operators. In
our case x(¢) is understood as the vector of hydrodynamical variables, whereas
A(x), B(x) and C(x) represent Euler, Navier-Stokes and Burnett terms respec-
tively. A correct remark by Slemrod is that the problem is related not to the
Chapman-Enskog expansion itself, but to its truncation at the Burnett level. His
approach [14, 19, 20] is, however, quite different from ours.

We consider more carefully the problem of truncation. An obvious observa-
tion is that the truncation depends on a choice of coordinates. A formally invertible
(for ¢ — 0) change of variables

y=x+&eRx)=>x=y—&RO)+ ...,
with an arbitrary time-independent differentiable operator R, leads to the equation
v=T(ie) = Ap) +eB0) +Co) + ... . C()
= CO) + R A() — 4,R(y),

where R, and A, are the Fréchet derivatives (linear operators) of R(y) and 4(y)
respectively. Thus, the result of truncation at the level O(g?) depends, generally
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speaking, on an arbitrary operator R (or, equivalently, on a choice of coordinates).
The same, of course, can be done at any order O(¢"), n > 1. Note that even the
classical Navier-Stokes equations for n = 1 are not uniquely defined in this sense.
A remaining non-trivial problem is to choose new coordinates (the operator R) in
the most reasonable way. Similar ideas are widely used in the theory of dynamical
systems, see, for example, the Poincaré method of normal forms [1].

The paper is organized as follows. In Section 2 we transform the Boltzmann
equation in such a way that makes the Navier-Stokes equations almost obvious and
clearly indicates “what is missing in Navier-Stokes equations” as compared to the
Boltzmann equation. Then the Burnett equations arise quite naturally as the first
correction to Navier-Stokes equations in Section 3 We consider these equations
under very general assumptions on intermolecular forces and derive a criterion
for hyperbolicity of Burnett equations. The criterion roughly means that they are
hyperbolic in a very narrow interval 1 < Pr < 5/4 of Prandtl numbers (in contrast
to the realistic value Pr &~ 2/3). In order to clarify a mathematical reason for the
instability paradox, we consider in Sections 4,5 the linearized problem. Then the
idea of change of variables arises quite naturally and we consider in Section 6
an appropriate family of transformations of equations of hydrodynamics. This
leads to hyperbolic Burnett equations (HBEs) that satisfy a linearized version of
H-theorem (Section 7). The hyperbolic Burnett equations are discussed in detail
in Section 8 This section contains all necessary information for practical use of
HBEs. As a by-product result, a simplified proof of the Slemrod identity [21] is
given at the end of Section 8 The complete Chapman-Enskog expansion for a
broad class of linear equations (the linearized Boltzmann equation belongs to this
class) is described in Appendix.

The reader who is not interested in mathematical aspects of the problem
can skip Sections 4,5 and proceed directly to Section 6. On the other hand, Sec-
tions 4,5 and Appendix, based on classical perturbation theory for linear opera-
tors [15], are important for clarifying the mathematical nature of the instability
paradox (loss of symmetry for approximate linear evolution operators). The gen-
eral structure of the complete Chapman-Enskog expansion (Appendix) makes the
above sketched change of coordinates quite natural from mathematical point of
view.

We do not know yet whether or not any nonlinear version of H-theorem holds
for HBEs (such versions are proved for some other methods of regularization
of Burnett equations [14, 21]). A connection of HBEs with thermodynamics is
another interesting open problem.

In order to avoid a misunderstanding we note that the above discussed
difficulties with the Chapman-Enskog method are typical for the Euler limit.
An alternative scaling that leads to the incompressible Navier-Stokes equations
[3, 9], seems to be in complete agreement with corresponding Chapman-Enskog
expansion [13].
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2. TRANSFORMATION OF THE BOLTZMANN EQUATION

We consider the Boltzmann equation [7]

1
Df =200/ /). D=8 +v-d, (M

for the distribution function f(x,v,;¢), where the variables x € R*, v € R?
and ¢ > 0 correspond respectively to position, velocity and time; the param-
eter ¢ > 0 denotes the Knudsen number. The Boltzmann collision operator
reads

0(f. /)= /‘dw¢»m|o(m| ||>[f00fﬁv)—fIWJYwﬂ

R xS?
, o1 |
Uu=v—w,weS,v zz(v—i—w—f—lula)),w :§(v+w—|u|a)), 2)

where o (Ju], cos 0) is the differential cross-section that corresponds to the scatter-
ing angle 6 € [0, ] (irrelevant arguments x, ¢ and € of the function f are omitted

in Eq. (2)).
We denote for brevity

(g =19 = [/ e )
R3
and introduce the so-called hydrodynamic variables (the density p, the bulk ve-
locity # € R? and the temperature T')

1
p=(f),/m:(ﬁv),pT=§(ﬁICI2),c=v—u- “4)
We shall use below just a few basic properties of the collision integral:

(A) (W, 0(f, /))y=0, for any f(v) if and only if ¥ =W(v)e
Span (1, v, |v|2);

B) Q(f. /)=0, f >0, if and only if f =exp (« + B -v— y|v|?), where
a € R, B € R, y € R, are any constant parameters.

All considerations in this paper are quite formal and therefore we assume in
advance that the cross-section o (Ju|, cos @) in Eq. (2) and the solution f of Eq.
(1) satisfy all necessary restrictions such that all integrals are convergent, etc. In
order to describe an asymptotic behavior of f (x, v, ¢; ¢) for small positive &€ we
introduce the Maxwellian distribution

2
=QnT) 3/2exp< |2|T),c=u—u, 5)
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and represent the solution of Eq. (1) as a sum
f=pM+¢F, (©6)

where p(x,t;¢), u(x,t;e), T(x,t;¢e), correspond to the “true” hydrodynamic
moments of f. Hence,

(W, F) =0, (¥, DpM) + € (¥, DF) = 0, (7)

for any W € Span(1, v, |v|*right). This leads to the usual set of hydrodynamic
conservation laws

ad ad
pr +divou =0, —puy, + — (p”a”ﬁ + pdop + Sﬂaﬁ) =0,

ot axﬁ
0 0
2P (Jul* +3T) +div pu (lul* +5T) + 20— (Taptip +qa) =0,  (8)
where
1 2
p=pT, e = (F, cac5>,qa = E(ca lc| ,F),oz,ﬂ =1,2,3. 9)

The usual rule of summation over repeating indexes is assumed here and below.
The equation for F(x, v, t; €) reads

DpM + eDF = pML(F/M)+¢Q(F, F), (10)
where the linearized collision operator L is defined by the equality
Q(M, Mg)+ O (Mg, M) =MLg. an
We denote by H the Hilbert space with the scalar product
(g1, &)y = (Mg, &) 12)

and consider L as an operator acting from H to H. We shall use the following basic
properties of L (in addition to properties (4) and (B) of the nonlinear operator

0):

(C) Lg =0ifandonly if g € N(L) = Span (1, v, |v|?);
(D) L is self-adjoint and semi-negative operator, i.e.

(g1, Lgo)yy = (Lg1, @) s (g L)y Z0; (13)

(E) H=N(L)® R(L), where R(L) = LH is a range of the operator L in H,
@ denotes the orthogonal sum (with respect to the scalar product (12)).

Then the problem
Lg=¢.gcR(L). ¢ €R(L) (14)
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has a unique solution g = L~'¢$. We extend the operator L~ : R(L) — R(L) to
the whole H by introducing the linear operator L~! : H — R(L) such that

~_ L~'¢, ifp e R(L)

1, )

L= {0, if$ € N(L). (s)
Then Eq. (10) can be transformed to

(16)

Fou[T@mpn 1 2P0

M

We denote

O(F)=Q(F, F), fb=ML ' (DInpM)= — ML™' <Ca - % ) c=v—u
xC{
17)

the same notation ¢ = v — u for the thermal velocity is often used below. Then,
omitting tildes, we obtain

DF — F
F=Ft fyp1 2E-20) (18)
P M
where
1 Juy,
F0=M|: ¢aﬂ()+T23 ¢a(c):|
1 |C|2 _1Ca 2
¢a/3 =1L CouCp — Taaﬁ s ¢a =L ?(|C| - ST) (19)

The general equation of hydrodynamics (the second equation (7) with any ¥ €
Span (1, v, [v|?) independent of x and ¢) reads now

=0.

(20)
The operator L~! (15) is obviously self-adjoint in H and therefore we obtain

3 3 1
(\I!,DpM)—}—sa (ca\I/,Fo)-I—é‘za —<Mca\I/,L_1

Xa Xo O

DF — Q(F)
)

<w,DpM>+eai <d>a(lv),c.%>+ez 0 1o, (w).DF — 0(F)) =

dax dxy P
Do (W) = L7 (e ¥);¥ = 1,0, [v]?, Q1)

o

where F satisfies Eq. (18). The equations (21) are obviously exact. If we neglect
the third term having the order O(&?), then Egs. (21) reduce to the classical Navier-
Stokes equations. Thus, the Navier-Stokes equations arise quite naturally (also for
the stationary Boltzmann equation with D = v - 9, ). The difficulties begin with
the attempt to solve Eq. (18) for small positive ¢ and then to use the equations
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(21) with terms of order O(e?) (Burnett equations). We consider this problem in
the next Section 3.

3. BURNETT EQUATIONS
The equation (18) can be written as

1 DFy — Q (Fo)

F=Fy+¢eF + 0@, Fy = —ML™! (22)
P M

where Fj is given in Eq. (19). The Burnett equations are the equations (8) with
Top = Ty + Eaps Qo = 4o + 64,

wf = (Fuvcacn) 0 = 5 (Foccu ),

1
noﬁS:(Fl’cacﬂ>’qtf:§(F1,Ca |C|2), (23)

plus the rule of calculation of DFj in Eq. (22) (see below). We can represent the
Burnett terms in the equivalent form:

1
b = p (¢up. DFy — Q(Fy)).qf = = (¢a. DFy — Q (Fo))  (24)

1
0
in the notations (19). We note that

1
Dop = —pdivu, Dou = ——Vp + O(¢),
o

D0T=—§Tdivu+0(8),D0=8,+u'8x, (25)

and this explains the rule of calculation of the derivative
'DF0='D0F0+C-%,D0=at+M~3x, (26)
in Egs. (22), (24): we should use the Euler formulas (25) and neglect all terms

O(¢). This completes the definition of the Burnett equations.
One can easily verify that Egs. (24) can be transformed to the following form:

178
B
:DPa — | — w8, Fo) — Aas | »
Top 0 ﬂ+p[axy(cy¢ﬁ 0) ﬁ]

1T a
2 =Dy0y + — [— (cppa, Fo) — Aa] , 27)
1Y BXﬁ
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where
1
Paﬂ:;(FOvd)aﬂ)s a—<F07D¢a)+ ¢ouQ(FO)
1
Qa = ; <FO’ ¢Ot> s Aoz,B = <FO’ Dd’aﬁ) + (¢Ot,57 Q(FO)) . (28)

Egs. (27) are more convenient for our goals, since the reminder terms A,g and
A, are bilinear forms with respect to first derivatives of p, T and u. Therefore
they disappear in the linearized (near the constant solution) equation and do not
influence higher derivatives in the nonlinear equations. Therefore we concentrate
on the “main” terms in Egs. (27).

The straightforward calculation of the integrals with F{ given in Eq. (19)
yields

A Bua B aT 0 oT
P"tﬂ a o a 3 < )/¢Olﬂ1 FO) P) Ca_
:0 xg’ /0 Xo  0Xy Xo  O0Xg
0 (csda. Fo) O ol 29
—\C8Pu> = o)
8x,3 f 0 BX5 axﬁ
where

1 2
Uop = 3 (aaﬁ + apy — §8aﬂTV a> s Tra=an+axn+ass,

A= D) = o= (Bups Busly B = B(T) = 575 (6l
C=C(T)= 51T2 (catrp- Pap),, - (30)
Then we use the identity
Dyl = L p, O O 1))

0xg oxg 0 dxg 0x,

and the above described rule for calculating Dyp, Dou, DyT by Egs. (25). Thus
we obtain

Al 0 l a duy 0
DyPopg = —— P + o Ty
0xq p 0xg  0x, Oxg Xp
B2 9 dug oT
DQQQZ—— |:§8—szvu a—ﬂ—ﬂ(T)(leM)Ta}
2TA(T) 27TB (T)
a(T) = B(T)=1 (32)

3 AT T3 B(D)



Instabilities in the Chapman-Enskog Expansion and Hyperbolic Burnett 379

=5 - !
== [0 + 110 + Aug | 48 = P a6y

0 1 op o _oT
ap = A7 C—,p=pT,
0xy p 0xg  0xq4 Oxg

ouy 0 ouy .
HL?:A[ZA ﬁ—a(T) udlvui|,
0x, 0xg 0xg
2B 0 ad Uy
W = =2 % iy — T2
3 Oxg oxg  Oxg
aT |0
5@ — 2t [ “_B(T) b‘aﬂdivu] , (34)
dxp [ 0x4

other notations are given in Egs. (28), (30), (32).

These formulas are sufficient to explain why Burnett equations are ill-posed.
Considering just the terms with higher derivatives we transform Egs. (8), (23),
(33) to

du, & 31_[;1,3)
at  p? dxp

2% O
Oor=..., +..., T = =——div§S"’ + ..., (35)
3 p?

where dots denote terms that do not contain third derivatives. Then, after simple
calculations, we obtain

282 AT
pr=...u=—-—|—ANp)+A-C)ANT)|+...,
3p2L p
2\? &2
7,=(2) £1B - C)adiw. (36)
3) p?

It is sufficient to consider 1d solutions
p=px,t),u="{u (x1,1),0,0}, T =T (x1,1),

then the matrix M of the coefficients for third derivatives reads

0 0 0
% 0 A-cC|. (37)
0 2(BSC)T 0

Its non-zero eigenvalues are

2 1/2
AL = [gT(B —C)(4 - C)] .
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Hence, the hyperbolicity condition (under obvious assumption 7 > 0) reads
(B-CY4-C)=0. (38)

It is easy to verify that this condition is not fulfilled in most typical molecular
models for the Boltzmann equation. In order to do this we use temporary notations

le)? Ca
Wap (€) = cuCp = —=dup, Vo () = - (lef” = 5T) 39)
and represent the Navier-Stokes terms in Egs. (23) by equalities
0y aT
Ty = =2 (T) 5=, g = =2(T) =, (40)
Xg 0Xg

where u (T') and A (T') denote respectively the coefficients of viscosity and heat
conductivity. It follows from Eq. (19) that

1 1
M(T)Z_m<¢aﬁaqjaﬁ>M7)\(T)=_ﬁ(¢aa\ya>M- (41)
The usual approximation [8] for functions ¢g (c) and ¢, (c) (19) is given by
Gap ~ a(T) Wop (), po = b(T) Ve (c), (42)
then
w(T) 20 (T)
IN=—>=,b(T)=——> 43
a()=~F= (1) = -~ 43)
since
2 15 3
(\I‘laﬂv \I/ozﬁ>M = 1077, (Y,, "Ilut>M = 7T . (44)

The approximation (42) is exact for Maxwell molecules, moreover A (7) =
151 (T) /4 in that case. By using Eqgs. (42), (43) we evaluate the integrals (30)
and obtain

2 222 40
a=28 p_ oK (45)
T 5T 5T
Therefore
4o (5 22
A—c="TE(2E 4 ,B—cz—(l—ﬁ).
57 \ 2x 5T A
The ratio
5u(T
r = _M (46)
2 (T)

is called in fluid mechanics the Prandtl number (for monoatomic gases) [16]. It is
well known that the approximate equality Pr >~ 2/3 (exact for Maxwell molecules)
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holds for all typical molecular models (hard spheres, etc.). On the other hand, the
hyperbolicity condition (38) can be approximately (under the assumption (42))
written as

1 <Pr<5/4. 47)

The realistic value Pr = 2/3 obviously violates this condition. Therefore the
Burnett equations are probably ill-posed for all typical molecular models, though
our proof is rigorous just for Maxwell molecules (all above formulas are exact
in this case). We note that Pr = 1 for BGK model, however this model is too
unrealistic.

In the next section we consider a simplified (linear) version of the general
problem in order to understand why such irregularities appear in asymptotic ex-
pansions. Then it will be quite clear how to remove the irregularities.

The reader, who is interested just in fluid mechanics applications, can skip
Sections 4 and 5, and proceed directly to Section 6.

4. LINEARIZED BOLTZMANN EQUATION AND INSTABILITIES IN
ASYMPTOTIC EXPANSIONS

We consider the Boltzmann equation (1) and linearize the equation near the
standard absolute Maxwellian:

2
v
=M+ Mg, My = (27) " exp (-%) . (48)

Neglecting the nonlinear on g terms we obtain

1 -
g+ v g = —Kg, Kg =My *[O(Mo, My*0) + O(My°g, o)) (49)

It is well-known that the same Chapman-Enskog procedure can be used for
Eq. (49) (with obvious modifications) and it leads again to ill-posed linearized
Burnett equations [5]. The linear problem (49) is, however, much simpler and
it can be studied in detail. The following properties of K are important (see
properties (C), (D), (E) of the operator L in Section 2):

(C') N(K) = Span(My'?, My*v, M,"*|v?);

(D) (g1, Kg2) = (Kg1.g2), (2. Kg) <0;
(E)) N(K) ® R(K) = Ly(R?),

where the scalar product is defined in Eq. (3) (the only reason to consider K,
instead of L, is to avoid the Maxwellian weight in the scalar product).
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Then we make the Fourier transform

glk,v,t) = /dx g(x, v, e *x (50)
R3
and obtain
~ PO N
gf~|-ik-vg=;Kg. (51)

It is convenient to forget about the Boltzmann equation for a while and to
study a more general problem related to Eq. (51).

Remark 1: The rest of Section 4 and Section 5 do not use any information about
the Boltzmann equation. Therefore we shall use in this part of the paper the same
letters 4, B, P, Q, x, u, etc. without any connection with notations of Sections
2,3. Hopefully this will not cause any confusion for the reader.

Let E be a unitary space with the usual (complex) scalar product (-, -). We

use below notations x, y, u, ... for vectors of E and denote by capital letters
A, B, C, ... linear operators. Subsets of E are denoted by bold capital letters
N, M, .... All our considerations can be justified rigorously if dimE < oo [15],

though they formally remain the same in the case dimE = co.
We consider the Cauchy problem for a vector u(¢) € E, ¢ > 0:

1
ut+iBu+_Au=058>O’u|t:0=u07 (52)
&

under the following assumptions about the operators 4 and B:

[i] both 4 and B are real and symmetric, i.e. A=A, B=B, (uy, Auy) =
(Auy, uz), (uy, Buy) = (Buy, uz);
[ii] A is semi-positive, i.e. (u, Au) > 0 for any u € E;
[iii] the equation Au = 0 has precisely 1 < m < dimE linearly independent
solutionsu = ey, =1, ..., m, then

N(4) = Ker A = Span(ey, ... ,en). (53)

The image of A4 is denoted by R(4) = AE. We assume that E = N(4) & R(4),
this assumption is always fulfilled if dim E < co. Thus, the linearized Boltzmann
equation (51) is a particular case of Eq. (52).

The conditions [i], [ii] lead to the following identity

1d 1
ST ull* = ——(du,u) <0, lull®* = (u, u), (54)
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i.e. the trivial solution # = 0 is the stable node for Eq. (52). Our goal in this section
is to understand why this property does not hold for the truncated Chapman-Enskog
expansion.

We denote

X =N(4), Y =R(4) = X}, dim X = m, (55)

and introduce an orthogonal projector P : E — X onto the subspace X.
Then

PA=AP =0, P> =P. (56)
The Chapman-Enskog method for Eq. (52) implies a decomposition
u=x+ey,x=PueX,ey=(1—-Pucy,
that leads to coupled equations
x;+iPB(x+ey)=0,ey,+i(1 — P)B(x +ey)+ Ay = 0. (57)
We denote by y = 47!z a unique solution of the problem
Ay =z,yeY,zeY,
and extend 4~ to the whole space E by equality
U=4"'1-P). (58)
Then the second equation (57) is equivalent to
y=—iUBx —eU(y; +iBy)
and therefore we obtain
x; +iPBx +ePBUBx =ig? PBU(y, +iBy). (59)
We note that
y=—iUBx — O(¢),y; = —iUBx; + O(¢) = —UBPBx + O(¢),e — 0.
This leads to a sequence of truncated “equations of hydrodynamics:”
(E) x; +4iPBx=0; (N—S) x,+iPBx+¢PBUBx =0;
(B) x;+iPBx +ePBUBx = is?’ PBU(BU — UBP)Bx (60)

where the notations (£), (N — S), (B) correspond respectively to Euler, Navier-
Stokes and Burnett approximations.

We can now easily see what happens at the “Burnett level” of approximation.
Note that all operators U, B and P are real and symmetric. Since x € X, we have
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the identity Px = x and therefore P Bx = P B Px, etc.. Then each of the three
equations (60) can be written as

X +iB(e)x +edx =0, > 0,x € X, (61)

where A and B are operators acting from X to X. The operators B(O) PBP
and A = PBUBP are obviously symmetric, moreover (Ax x) > 0. Therefore
the identity similar to Eq. (54) leads to the equality ||x(¢)|| = [|x(0)|| for Euler
equations and to the inequality |x(¢)]| < [|x(0)|| for Navier-Stokes ‘equations.
However, nothing like that can be proved for Burnett equations since B(e) is not
symmetric for ¢ > 0.

The loss of symmetry is the real reason why the Burnett equations (related
to the Boltzmann equation (49)) are ill-posed. The matter is that the operator
B =k-v in Eq. (51) is proportional to |k| and the loss of symmetry of the
operator B(¢) in the Burnett equation becomes crucial when |k| — oo.

The complete Chapman-Enskog expansion for Eq. (52) and its regularization
are discussed in detail in Appendix. This material, however, is not necessary if we
just want to understand what can be done at the Burnett level of truncation. We
consider this question in Section 6

5. REGULARIZATION

The general equation for x(¢) obtained by the Chapman-Enskog method reads
(see Egs. (60), (61))
x; +i(By+€*B))x +edox + ... =0, (62)
where dots denote terms of order O(¢"), n > 3,
By= PBP, Ay= PBUBP, B, = PB(U’BP — UBU)BP (63)

If we neglect terms of order O(¢"), n > 3, then we obtain Burnett equations. This
is the simplest way of truncation of Eq. (62), but not the only one. Let us consider
a more general way of truncation.

We substitute x € X in Eq. (62) by another variable z € X such that

z=x+¢&Rx =>x=z—8Rz+ ..., (64)

where R : X — X is a time-independent linear operator, dots denote terms of
order O(&?). Then we obtain the following equation for z(¢):

Zi4i(Bo+ & B1)z+ edoz+ ... =0, By = By + (RBy — ByR).  (65)

Neglecting terms of order O(e?), we obtain a family of “Burnett equations” that
depends on arbitrary operator R. Each member of this family has formally the
same order of approximation as the usual Burnett equations with R = 0. It is now
easy to find the operator R that “kills” above discussed instabilities. The reason
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for instabilities is that By in Eq. (62) is not symmetric. Hence, we need to choose
R in such a way that

By = B, + RBy — BoR

is real and symmetric. Assuming that R : X — X is also real and symmetric we
obtain

1 1
RBy — ByR = E(Bf —B)) = E[(PB)2 U?BP — PBU?(BP)*], By = PBP.
Then
1 1
By (R + EPBUZBP) = <R + EPBUHBP) By,
and this obviously leads to the simplest choice
1 2
R=—>PBU’BP,

that satisfies our assumptions (R is real and symmetric). Thus, the following
statement is proved.

Proposition 1.  The substitution

2 2
z:x—%PBUzBPx—i—...,x:z—i—%PBUzBPz—i—..., (66)

leads to “symmetric” Burnett equations

2
z +i [PBP + %PB(UzBP + PBU? — 2UBU)BP} z

+ePBUBPz =0,z € X, (67)
satisfying
Ld Iz|I* = —e(Bz, UBz) < 0 (68)
—— ||Z = — z A .
2dt ’ -

Eq. (68) follows from the general identity (54) and semi-positivity of U
(58). We can now use Eqs. (66), (67) for the linearized Boltzmann equation (51)
written in the form (52) and derive “symmetric” linearized Burnett equations.
It is, however, more important to consider the nonlinear case. The same idea
of substitutions (64) (with a nonlinear operator R) can be used for nonlinear
equations of hydrodynamics. Then we hope to obtain a generalized version of
nonlinear Burnett equations that corresponds to Eqs. (67) in the linearized case.
We shall try to realize this program in Sections 6—7.
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6. EQUATIONS OF HYDRODYNAMICS
AND THEIR TRANSFORMATION

We return now to notations of Sections 2,3 and consider Egs. (8). Our aim
is to find a class of transformations (p, u, T) — (p’, v/, T’) that can “regularize”
the Burnett equations. If we assume that these transformations preserve a form
of conservation laws (8), then it is easy to determine at least one of appropriate
classes.

Proposition 2. Let Pyg(x,t) = Pgo(x, t) and Qy(x,t) (o, B = 1,2, 3) be arbi-
trary tensor and vector respectively. Then the substitution
p = p, p'u' = pu+ 0w, p'(|u'|> +3T") = p(lul® + 3T) + 206>,  (69)
where 0 is a parameter (real number),
a

0Xy

Wy = — Pop, s = (ugPop + Qo) o, p=1,2,3, (70)

transforms Egs. (8) to the following form (primes are omitted below):

o + div pu = 06> divw,
d

d
Ep”a + @ (p(”auﬂ + Tdup) + 87701,3)

0 Pyp
at

= g¢? 9 + +2U8 +
= m UgWp UpWqy - op

: 4 0(e)} ,

10 ) 1 . ) 0
EEI)(M +3T)+zdlvpu(|u| —|—5T)+8a (na,gu,3+qa)

Xo
g2 [w lul’ +57

2 a
2 +(S+§U) Ma+E(Paﬁuﬁ+Qa)+O(8):|7

0Xy

0
U=s—u-w= Py ta +div Q(71)
8)(?5

Remark 2. The notations Pg and Q, for arbitrary functions in Eqs. (70) should
not be confused with notations of Egs. (27),(28). We shall see below that the
“correct” choice of P,g and Q, coincides with Eqs. (28) and this explains why
we use the same notation.

The proof of Proposition 2 is straightforward and therefore we omit it. Note
that the scalar U(x, ) is directly related to the temperature 7':

2052
T =T+ S%U + 0@ 72)
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We omit terms of order O(&?) in Eqs. (71) and study the resulting equations.
It is convenient to transform them to more explicit form. We denote

dus 9 9
Gap = DoPus + Pas divii — Puy o2 Dy= = 4y 2,
p= Polep + Lap aVU = Loy 5o D0 = gr T 02
uy
SO,:DOQO,+Qadivu—Qﬁau + PygDoug + Twa, o, f = 1,2,3. (73)
Xp

Then it is easy to verify that

9 G 9 P, 0
. afp — —Lap —UBWy | = U,
axg \P T o TP

0 0
E |:G/3au,3 + Sy — E(Pagu,g + 0y) — Sy — Twa] =0

where s and w are given in Egs. (70). Therefore Egs. (71) (without terms of order
O(&?)) can be transformed to the form

o + div(pu — 0e?w) = 0,

d 9 2 2. 2
—pug + — | plug — 0e“wpluy + (p — 0&°U)dup + emep — 0" Gop | =0,
at oxp 3

1o,

1
o [E(pua — 0”wq) (Jul* +3T)

2
+tg (p — g@SZU) + e(map — 0eGpa)up + €qq — QazSa] =0,p=pT. (74)

Finally we present the equations in the explicit (with respect to the time-
derivatives) form:

B
o +divd =0, J, = puy — 0> — Py,

aXﬂ
duy dug, dp 0T,
P B T 2P T,
ot 0xg 0Xy 0xg
3 oT oT - ~ Oug ~
—|lp—+Jg— di wp— + di =0, 75
2(,03t+ 5axﬁ>+p lVU+8(7Tﬁ8x/3+ lvq> (75)
where
2 ou
p=p—=08°U,U=Py— +divQ,
p=p—3be ﬂaxﬂ‘i‘ v 0

Top = Tap —06Gop, Go = o — 0S8y, o, B =1,2,3. (76)
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We can also simplify Eqs. (73) since Dou = p~'Vp + O(¢). Therefore

1 ap
PaﬁDQHﬁ + Twa = ——

0 2 0 Py
wp—— + T—Pyp+ O(e) = pT*— — + O(e).
o 0xg 0xg

ax,g pT

Hence, G and S, in Egs. (76) can be calculated (with the same accuracy)
by formulas

9
Gap = DoPug + Pap divii — Pyy—L.,
0x,
duty 5 P,
Sy = Do 0u + Oudivie — Oy 4 pT? %0 a7
0xg oxg pT

Thus, Egs. (75) — (77) define uniquely a set of equations of hydrodynamics
in new variables (69) provided (i) mas and g, in Egs. (8) are known and (ii)
arbitrary functions Pg(x, t), Qu(x, t) (70) and the parameter 6 are fixed. It is
obvious that this transformation makes sense if and only if 7,g and g, are evalu-
ated at the Burnett level (see Egs. (23)). All considerations, however, remain the
same if we consider higher approximations for 74 and g, . In such cases we just
need to choose &”, n > 2, instead of 2 in Eqs. (70) and this again leads to equa-
tions similar to Egs. (75). The same is true for n = 1 (generalized Navier-Stokes
equations).

We shall see below that this transformation leads to well-posed (hyperbolic)
Burnett equations.

7. HYPERBOLICITY AND LINEARIZED H-THEOREM

We assume now that 7,g and g, in Eqgs. (76) are given in Egs. (23), (27) (see
also more explicit formulas (33) and (40) , (41) for Navier-Stokes terms). Then we
choose Pyp(x, t) and Oq(x, t) in Egs. (70), (75), (76) in the form given in Eqgs.
(29), 1.e.

 Adu, BT
Copaxg Y paxg

Pug

where A(T) and B(T) are given in Eqs. (30). The terms Dy Py and Dy Q, in
Egs. (77) should be evaluated at the “Euler approximation.” This was already
done in Section 3, see Egs. (32). Hence, all terms in Egs. (75) — (77) are uniquely
determined, except for the parameter 6. Then we can consider Egs. (75) — (77)
as a one-parameter family of generalized Burnett equations. In order to find an
appropriate value of 6 we repeat for Eqgs. (75) the same considerations as for
classical Burnett equations (the end of Section 3). Keeping just terms with higher
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derivatives we obtain

, 9% Adu, 2,4 )
p, = 0O¢ — + ... ==0g— Adivu+ ...,
0x,0xg p 0xg 3 p
g , 0 g , (20U 0Gug
- =& —mp+0e | = + +
A TR P ¥ TR )
__821713_,_%1 BAT—éA +
N dxg P 3p dx, 0 P e

ol = —e*divg® +0e%divS + ...

2., B 20¢? .
= —¢&“divg +3—T(A—B)Adzvu+..., (78)
P

The contribution of Burnett terms 2 and ¢® was already found (see Egs.
(33)). Then, we consider again 1d solutions and obtain, omitting terms with lower
derivatives,

a [P) 2¢ AN
— | u :——M(B)(—) ul+...,xeR,uelk.
at T 3p ax T
The matrix M(6) reads
0 0 0 0 pA 0
M@e)y=[4- 0 4-C|+o[-2F 0 B-4],
2B-O)T 24=B)T
0 === 0 0 ==— 0

where the first term M (0) corresponds to usual Burnett equations (see. Eq. (37)).
One can easily guess (by analogy with linear theory of Sections 4,5) that the best
result is achieved for & = 1/2. In such a case we obtain

0 pA 0

L[ oar
M(1/2)=E = 0 A+ B-2C

0 2L(4+B-20) 0

The eigenvalues of M(1/2) are obviously real

172
A=0,A==%

2 1/2
[5(/1 +B 207+ AZ}

provided 7' > 0. Thus the generalized Burnett equations are hyperbolic for any
intermolecular potential (that defines coefficients A(7), B(T), C(T), see Egs.
(30)) if 8 = 1/2 and T > 0. Therefore we fix the value 6 = 1/2 and call the
corresponding Egs. (75) — (78) “Hyperbolic Burnett equations” (HBEs).
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Let us check that HBEs guarantee the stability of any constant (equi-
librium) solution p =p9 >0, T =Ty >0, u =uy=0 (the equations are
obviously Galilei-invariant, therefore we can always choose uy=0). We
denote

p=poll +p'(x, ), u=Ty)*u'(x,0), T = To[l + T'(x, 1)), ¢’ = T)*t

and consider linearized HBEs. Then the terms with third derivatives can be taken
from Eqgs. (78), (33). The terms with second derivatives appear due to Navier-
Stokes terms (40), (41). We obtain after simple calculations the following set of
linear equations (primes are omitted):

o +divu =a Adivu,

1
u+Vp+ V7l =c¢ <Au + ngivu) 4+ aV(Ap)+ bV(AT),

3
ETt +divu =d AT +bAdivu, (79)
where
A(T; &2 T, MT;
a =20 paty) + BT - 20(T). 0 = e LT g o 200
305 305 poTy poTy
(80)

in the notations of Egs. (30), (41).
We introduce “H -function”

H(x,t) = % <p2+|u|2+%T2), (81)
then
oH ) 1.
o +divi(p+ Tu]l = cu - (Au+ nglvu) +dT AT +
4alp Adivu +u - V(Ap)]+b[T Adivu +u - V(AT)].
The identity

gAdivu+u-V(Ag) =div¥(u, 2),¥Y(u,g) = Ag+ g(Vdivu) — (Vg)divu,

holds for any (smooth) scalar g(x) and vector u(x). Therefore we obtain

oH 1
T +divi(p+ Tu —¥(u,ap +bT)] =cu - (Au + ngivu) +dT AT.
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Assuming that p(x, t), u(x, t) and T'(x, ¢) decay fast enough if |[x| — oo, we
obtain “H-theorem”

d dug \* 1
—/dxH(x,t)= —c/dx ) 4 (divay? —d/dx|w|2 <0,
dt 8X5 3

R3 R3

]'R3
(82)
where the summation over o, 8 = 1, 2, 3 is assumed. The inequality follows from
obvious positivity of ¢ and d (see Egs. (80), (41)). This proves that any con-
stant solution of HBEs (with positive py and 7p) is stable for any intermolecular
potential.

8. HYPERBOLIC BURNETT EQUATIONS

We explain below the meaning and the structure of HBEs, assuming that
all terms in the classical Burnett equations are known. HBEs are equations for
auxiliary variables for which we keep the initial notations p(x, t), u(x,t) and
T(x, t). The true hydrodynamical variables (o™, u'", T™") are expressed through
(p, u, T) by equalities (with accuracy O(g?))

2
e” 3 Aodu
tr: ,ut}”:ﬁ ,U,T = U, — —— 01’
P =Py =Ua(p ) = Ua 20 95 p 0%

T" =T(p,u, T)=T — —

g2 (A du, duy O BT
_l’_ J—
3p

,a,B=1,2,3, (83
p 0xg dxg 8xa,08xa) @p (83)

where A(T) and B(T) are the Burnett coefficients defined in Egs. (30).
The equations for (p, u, T) read

N 3 9 T,p
divpii=0,p(— 47— ) u, =0,
P asv it p(at+” ax>” LT

3 g 0 g
A c— | T+ yp— +edivg =0, 84
2,0<8t+u 8x) + ﬁaxlg+8 ivg (84)

or, equivalently,

3 9
+divpu =0, —pu, + —(pugtipg + Myp) =0,
pr +divp 5" axﬁ(pu B 8)

0 9
o Pl +3T) + ——[pTa(ul® +37T) + 2 gty + £2)] =0, (85)

o
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where

~ ou 1
My = pT8,s — 2 e (nB — —Gus ),
,B p ﬂ 8MBXﬂ & (T[Otﬁ 2 /3)

oT s 1
8o = —A +elq, — =S ), 2, =1,2,3. (86)
0Xy 2
The notations u = w(7), A = A(T) and 71(33, g2 correspond respectively to
the Navier-Stokes coefficients and the Burnett terms that were discussed in detail
in Section 3. The additional terms G and S, were defined in Egs. (77) (note that
Gop # Gpo and therefore g 7# g, !). We present below more explicit formulas
for these terms:

Ao Uy 0
Gaﬁ=Gg2+— uadivu— o OUp ,
p \ dxg 0x, 0x,

B [T AT dug 9 A Bug
( div “) T2 “ (87)

Sy =580+ = u— 22 2 2 Ma
p \ x4 dxp dxp dxp p2T dxp
where

Af o0 190 duy 0 1 2 dA\ Jug
GO = DyPy = —= LA Rt ) L (R i R
p \0xq p0xg  Ox, Oxg o 3 dT

B (20 dug 9T\ 1 2_dB\ T
SO =DyQy = —— (= —Tdi L )+—(B-ZT-—= divu,
« 00« 3 0xy lvu+8xa dxg +,0 3 dT v

p=pT,a,B,y=1,23. (88)

The reader might think that the additional terms make HBEs much more
sophisticated as compared to the classical Burnett equations. Fortunately this is
not true, since both G,g and n(fﬂ (Sy and g2 respectively) are, roughly speaking,
linear combinations of similar terms. We remind to the reader (see Section 3) that
1 9 0T Ag

_ ,
p 0xy, 0xp 0

B 0)
Top = Gaﬂ +

P =504 L 0 oplia _Ba (g3 (89)
1Y BXﬂ 8Xf3 1Y
where C(T'), Ayp, Ay are defined in Egs. (28), (30).

It should be stressed that HBEs (84) — (89) are hyperbolic and satisfy the lin-
earized H-theorem (82) for any choice of coefficients A(T"), B(T'), C(T') provided
T > 0. These properties do not depend on Ay and A, in Egs. (89). All above
terms can be computed exactly in the case of Maxwell molecules that corresponds
to the cross-section o (|u|, cos@) = |u|~' g (cos@) in Eq. (2). Then obtain after
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some calculations

w(T)

15 _ 37
oM = ot = 2 [ dugo - i)

3 45
Yap = —1CaCh, P = _cha(|c|2 —5T), A(T) = 29°T, B(T) = gnzT,

duy du
C(T) = 30T, A = (Fo. Dop) = — 4> T—2
(T) =3n g = (Fo, Dgug) Tl o, o,
oT 10 d
Aa = (FOs D(%t) = —3772T (4— — ——p> Ho
oxg poxg/) dxp
1507 ou, 50T
42208 B 29 v (90)
8 dxg dxg 4 0x,
In the general case we can use the standard approximation [8]
15 7 3u
MT) = — (T, Pop = — —CaCp» P = ———cqu(lc|* = 5T), 1)
4 T 4
that leads (see Egs. (45)) to equalities
2 45 2
a2 g B c—3— (92)
T 8 T

The corresponding approximate formulas for nfﬂ and g2 are well-known [8, 16]
(see also [21]). These formulas, combined with Egs. (84) — (89), (91), define
approximate HBEs for general intermolecular potential.

The most general formulas for nfﬂ and g2 (without the assump-
tion (91)) express these quantities through 11 coefficients {w(7),...,
we(T);01(T), ... ,05(T)} that depend on intermolecular potential [10]. It was
recently proved by Slemrod that w3 + w4 + 03 = 0 [21]. This identity becomes
almost obvious if we use the notations of the present paper. Then it is easy to
verify by comparison with [10] that

1 1 3<pa,g
= affs Pa = TC T ) = —= o )
@3 =on (@ pacs) (T), w4 3 <<ﬂ 9, >M
1 09y
03 = — = @up. 93
3 5<§0ﬂ 8cﬁ> (93)

where the functions ¢q(c; T), @up(c; T) (o, B = 1,2, 3) are given in Egs. (19).
The Slemrod identity follows from Egs. (93) after integration by parts.
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APPENDIX. A. COMPLETE CHAPMAN-ENSKOG EXPANSION FOR
LINEAR EQUATIONS

This part of the paper can be considered as a continuation of Section 4, the
same notations are used below. We consider the Cauchy problem (52)

eu; + Lie)u =0, ul,—g = uo;L(k) = A+ «B, (A1)

under the assumptions [i]-[iii]. Our goal is to understand the general structure
of the Chapman-Enskog expansion and to show why the change of coordinates
(hydrodynamical variables for the linearized Boltzmann equation (49)) seems to
be very natural for this problem.

Let us consider the operator L(x) : E — E for small complex «, || < ry.
First we assume that dim E < oo. Then, for any real « € R, the operator L(x) is
symmetric and therefore

L(k) =Y _1;()Q;(k).s = dimE, (A2)

j=1

where A ; () are eigenvalues and Q ;(«) are corresponding one-dimensional proper
projectors of L(x). We assume below thatker L(k) = @ifx # 0, |«| < ro. Itis well
known that that A ; (k) and Q () are analytic functions of « in some neighborhood
|k| < ro of k = 0 [15]. Then, by analytic continuation, Eq. (42) holds for small
complex «, though the projectors Q ;(x) are orthogonal (Q7 = Q) only for real
k. The identity (54) implies that Re) ;(ie) > 0 for & > 0. We can denumerate the
eigenvalues in such a way that

MO)= ... =2,(0)=0;2;(0)>0,m+1=<j <s,

where A;(0), j > m + 1, are positive eigenvalues of A. Then the solution of the
problem (A1) reads

u(t;e) = exp |:—£L(l'8)j| ug = w(t;e) + 0(67%), (A3)

where c is a positive constant, r > 0, & — 0%,
w(t;e) =Y e HOQu(ie)ug, M) = O(k). k=1, ... .m. (A4)
k=1

Following Grad [12], we call w(t; €) the normal solution of the problem (A1).

Remark 3: The simplified assumption dim E < oo leads immediately to the es-
timate (43). The same estimate, however, can be obtained in many cases when
dim E = oco. In particular, such estimate for the linearized Boltzmann equation
(hard sphere model) was proved long ago by Arsen’ev [2].
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Hence, in order to study asymptotics for small positive ¢ it is sufficient to
consider the normal solution w(t; €). We note that

w(t;e) = M(ie)u(t; e), T(k) = Y 0;(k),
j=1

where I1(k) is an m-dimensional proper projector of L (k) obtained by perturbation
of the orthogonal projector P = I1(0) onto the subspace X = N(A4) (see Egs.
(55), (56)). Fortunately the general formulas for I1(x ) are known [15]. We just need
to apply them to the particular case of L(x) (A41). Omitting details of calculations,
we obtain

(k) = ZK"Q(”), 09 =P, 0™ = Res {ZVI%C(Z)[BC(Z)]n} on=1,...,

n=0
(AS)
where
1
Res F(z) = lim, g+ — % F(z)dz,
2mi
|z|=r

o0
C(z):P—Zz”U”,U:(l —P)A*I(l — P) (A6)

n=1

(note that U is the same as in Eq. (58) since (1 — P)4~!' = 4711 - P), (1 —
P)? = (1 — P)). The calculation of residues in Eqs. (45) is very simple since all
operator-valued functions are represented by series

o0
F(z) = Z Fz*n=23, ..., (A7)
k=—n

then Res F(z) = F_;.
Now we can construct the complete Chapman-Enskog expansion. We fix a
small ¢ > 0 and simplify notations by denoting

o0
0 =T(ie) = Y (ie)'Q™. L = L(ie). u = u(t;e), w = w(t;e).  (A8)
n=0
and so on. Then the vector
x(t;e) =x = Pw= PQu (A9)

describes for ¢ — 0 the “hydrodynamical” part of the solution. The equation for
x reads

ex; + POLu =0, x|,y = PQu,. (A10)
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In order to close this equation we note that the projector O was constructed in
such a way that QL = L Q. Hence, it is sufficient to express w = Qu through x.
This can be done in the following way.

We consider the operator identities [15] that hold for any pair of projectors
P and Q (i.e. operators such that P> = P, 0? = Q):

PT=TP=PQP,0T=T0Q=0PQ,T =1— (P — Q).
If |P — Q] < 1, then T is invertible and
0=T"'0PQ =(0P)T"' (PQ).
By applying this identity to Eq. (410) we obtain

ex;, = —POLu = —PQLQu = —(PQLQP)T ™' (P Qu). (A11)
On the other hand, x = PQu (see Eq. (49)) and we obtain
ex; + (POLOP)T 'x = 0, x|,_o = PQu,. (A12)
Wenote that L = A +ieB, QL = LQ, PA = AP = 0, therefore
POLOP = iePOBP = iePBQP. (A13)

Let us consider the vector x’ = T~ !x. Then Px’ = x’ since Px = x and PT =
TP = PQOP. Hence,

x = Tx' = TPx' = POPX'. (A14)
By using Eqgs. (413), (414) we transform Eq. (412) to the following form
x;, +iAx' =0,x = Gx', G = POP, A = PBOP. (A15)

Note that both operators A and G act from X to X, X = N(4), and are repre-
sented by power series in ¢ through the projector Q = I(i¢) (48). The condition
|IP — Q] < 1 is satisfied for ¢ — 0 and therefore there exist a unique operator
G~!' : X — X. Hence, the equation for x = x(; &) reads

X +iAG'x =0, x|,_o = PQu,. (A16)

Explicit formulas for A and G can be easily obtained from Egs.
(A45),(46), (A15). We note that PC(z) = C(z)P = P, therefore

A=P <Z(is)”A,,) P,G=P (Z(ie)”Gn> P, (A17)
n=0

n=0

where

B[C(z)B]"
Aog=B,A;=—BUB, A, = Res | ———|,
Zl’l

., (Al8)

B[C(z)B]"!
G0=1,G1=O,Gn=Res[&],n=2,3, ..

Zn+l
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all residues are calculated by using the Laurent series (A7).
It is clear that the representation in the form of power series (in ¢€) is unique.
Therefore we obtain the following result.

Proposition 3. The complete Chapman-Enskog expansion for Eq. (A1) leads
to Egs. (A16), where the operator G~' : X — X is obtained by inversion of the
power series (A17) for G, i.e.

BC(z)B
G™! :P{I—}-ezRes [#]4—
zZ

. } P. (A19)
The correct initial conditions are also given in Eqs. (A16). The power series for

A and G~ are convergent for |e| < ro with sufficiently small ry > 0 provided
dimE < oo.

The latter statement follows from general results of the perturbation theory
in finite-dimensional spaces [15]. Probably a similar statement can be proved
for the Fourier-transformed Boltzmann equation (51) (hard sphere model) with
sufficiently small |k|. We, however, do not consider a problem of convergence in
this paper.

Thus, we know the general form of “equations of hydrodynamics” (A416).
The operators A and G can be represented as

A =AY +ieAD(e?), G = GO®%?) +ieGV(e?), (A20)
where both A®D, GOD are real symmetric operators, such that
A9 = PBP —¢?PB(UBU — U?BP — PBU?*)BP + O(c*),
G = P+ &?PBU?BP + 0O(¢%), AV = —PBUBP + 0(¢%), GV = O(¢?).

This leads precisely to Egs. (60). Thus, the loss of symmetry (discussed at the end
of Section 4) is caused by a special structure of the operator AG~! (a product
of two “quasi-symmetric” operators of the form (A420)). Roughly speaking, the
operator A is responsible for the dynamics, whereas the operator G = PQP is
related to the choice of coordinates. A natural “symmetrization” of the operator
AG™! can be obtained by substitution

x=G"zzeX (A21)

(the vector z € X should not be confused with the traditional notation for complex
variable in Egs. (418), (419)). Then we obtain the equation

z,+iHz=0H=G "?AG™"2, z|,_y = G"V*P Quy,
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where the operator G=!/2 : X — X is defined in the usual way

2
G'2=p [1 _ %BUZB + 0(83)i| P.

Then
H = Hy(¢%) + i Hy(e?),

where both Hj and Hj are real symmetric operators. Therefore (see Eq. (54))

1d

577 217 = e(Hi(eh)z, 2)
i.e. Hy(¢?) does not influence this equality. The substitution (66) can be understood
now as the first step of the general symmetrizing substitution (421).
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